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Motivation
• Recent incidents of Fraud using Audio Deepfake (a type of spoofed audio)

- Scammed by a video call including 
video and audio deepfakes 
impersonating his friend. He lost 
4.3 million (2023)

- A CEO of a U.K energy based firm 
lost 220,000 Euros since he 
thought he was on the phone with 
one of the executives (2019)

-
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Motivation

Spoofed Audio Types 
(AI generated and 
non-AI generated)
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Related work
 Features - Classifiers - Others

Spoofed Audio Detection 
Models based on input features

Hand-crafted Acoustic Features DNN-based Representations 

Short Term Fourier 
Transform (STFT)

Innovative or Expert-in-the-loop 
Representations 

Linear Frequency 
Cepstral Coefficients 

(LFCC)

Mel Frequency Cepstral 
Coefficients (MFCC

Others 

RawNet2

SinC+CRNN

Pre-trained Models 

Wav2Vec-
XLSR Whisper Hubert WavLM

GNN

Perceptual Features, Prosodic 
and Pronunciation 

Simulating Vocal Tract

Expert Defined Linguistic 
Features

Others



Related work
 Features - Classifiers - Others
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Spoofed Audio Detection 
Models based on classifiers

Deep Learning Traditional Machine Learning

SVM KNN RF XGBoost

Borrelli et al., Khochare et al.

CNN 
based RNN based

Almutairi, Z., & Elgibreen, H. (2022). A review of modern audio deepfake detection methods: challenges and future directions. Algorithms, 15(5), 155

LR
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Other Methods for SAD 
Improvement

Data Augmentations Loss Functions

 Features - Classifiers - Others



Related work
Articulatory phonetic techniques 

• to identify spoofed English audio by discerning 
that the clips in question were impossible or 
highly unlikely to have been produced in a 
human vocal tract. 

• The drawback using not only one type of attack 
(TTS), but also a single generative algorithm 

• The figure shows An anatomical approximation 
of a deepfaked model (bottom), which no longer 
represents a regular human vocal tract (top) and 
instead is approximately the dimensions of a 
drinking straw. 

Requires specialized resonator pre-processing, vowels only, training, and 
methodology to do the analysis and an authentic audio sample for 
comparison.

BLUE, L., WARREN, K., ABDULLAH, H., GIBSON, C., VARGAS, L., O’DELL, J., BUTLER, K., AND TRAYNOR, P. Who are you (i
really wanna know)? detecting audio {DeepFakes} through vocal tract reconstruction. In 31st USENIX Security Symposium (USENIX Security
22) (2022), pp. 2691–2708 9



A place for Expert-in-the-loop

Based on the literature, two issues in Spoofed Audio Detection (SAD) is: 

● Generalization (Pham et al., 2024), performance of 
the-state-of-the-art models drop simply by adding noise to the 
datasets (AlAli et al., 2023)

● Lack of multidisciplinary approaches (Boumber et al., 2024)

Linguistic Audio Representations based on the knowledge of 
sociolinguistics experts--Strengthening AI with human knowledge and 
Strengthening human discernment with human knowledge  - our team

Expert Defined Linguistic Features (EDLFs)
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Linguistic Features Annotation Methodology
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Dataset

- Multiple types of 
spoofed audio

- State-of-the-art VC 
methods included 

- Subset of available 
datasets with added 
samples
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Linguistic Data 
Augmentation based on 
the knowledge of 
sociolinguistics 
experts--Strengthening AI 
with human knowledge 
and Strengthening human 
discernment with human 
knowledge

Expert Defined Linguistic 
Features (EDLFs)

A place for Expert-in-the-loop
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PITCH
• Defined for this study as the perceived relative 

high or low tone of the speech sample. 
• Anomalous occurence of pitch-the sample 

received an annotation of 1
– unusually higher or lower than expected, or
– unusually fluctuating or inconsistent

• Normal occurrence usual or within a normal 
range of English language variation 
– Annotated with a 0
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Pause

• A break in speech production within a sample. 
• Anomalous Pause-the sample received an 

annotation of 1
– lack of a pause where one would be expected, 
– addition of a pause where one would not be 

expected (such as between words of a phrase), 

• Pause as usual or within a normal range of 
English language variation 
– annotated with a 0.
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Bursts: Word-initial or word-final consonant stops

• The sounds /p/, /b/, /t/, /d/, /k/, and /g/
• Anomalous received an annotation of 1

– lack of a burst of air where one would be expected, 
– The addition of a burst of air where one would not be 

expected,
– An unusually exaggerated or truncated burst 

• Production of consonant sounds perceived as usual 
or within a normal range of English language 
variation 

• Annotated with a 0
16



Expert Defined Linguistic Features (EDLFs)
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Augmenting AI models

Khanjani, Z., Davis, L., Tuz, A., Nwosu, K., Mallinson, C., & Janeja, V. P. (2023, October). Learning to listen and listening to learn: Spoofed audio 
detection through linguistic data augmentation. In 2023 IEEE International Conference on Intelligence and Security Informatics (ISI) (pp. 01-06). 
IEEE.
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Results - Manual Labeling
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False Positive Rate



Auto Labelling

Khanjani, Z., Mallinson, C., Foulds, J & Janeja, V. P. (2024). ALDAS: Audio-Linguistic Data Augmentation for Spoofed Audio 

Detection. arXiv preprint arXiv:2410.15577

ALiRAS: Audio Linguistic 
Representation for 

Anti-Spoofing
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Results - Auto Labeling
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Our Expert-in-the-loop Representation Learning and the Next Steps …
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Our Expert-in-the-loop Representation Learning and the Next Steps …

23We acknowledge the contribution of Pragya Pandit for designing the infographic



Can these EDLFs help human to discern Spoofed 
Audio better? 
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CISAAD
NSF Awards CIRC #2346473 and SaTC 

#2210011
Community Infrastructure to 

Strengthen AI for Audio Deepfake 
analysis 

the Next Steps …



Share your thoughts about 

a Community Infrastructure 

on English Audio Deepfake 

research (Short survey) 

the Next Steps …

Let’s Connect on LinkedIn! 📱

linkedin.com/in/zahra-khanjani-data-scientist/
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Thank You & Questions?
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