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Typical Approaches to Deepfake Detection
● Spoofed audio countermeasures typically rely on improving algorithms to 

catch fakes, leading to a vicious cycle as audio deepfake generation 
methods become more sophisticated

(Chesney & Citron, 2019)

● Many different types of deepfake generation methods
(Khan et al., 2023)

● Require specialized knowledge or advanced computing skills to 
implement
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Background

● Listeners have a highly attuned capacity to hear variation in 
others’ language and use it to pick up on social information

(Thomas, 2002; Purnell, Isardi, & Baugh, 1999)

● However, they can’t always pinpoint what specific features they 
are picking up on: some linguistic features are highly salient, 
while others fall below listeners’ conscious awareness 

(Labov, 1972)
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Background

● Linguistic bias can be mitigated through education
(See e.g. Baese-Berk, 2019; Boduch-Grabka & Lev-Ari, 2021; Godley et al., 2006; Mallinson & Charity Hudley, 

2014, 2016; Reaser, 2006; Rickford & Rickford, 2007; Sweetland, 2006)

● Perceptual acuity can be honed with training
(Linebaugh & Roche, 2013, 2015)

7



Discovery Phase
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● Inductive approach led by main 
author and students with training 
in (variationist) sociolinguistics

● Qualitatively noted distinguishing 
features for real, fake clips

● Collaboratively compared notes, 
resolved any divergences, and 
agreed upon feature selection 
and strategy of annotation

● Features must be: 

○ Frequent

○ Discernible

○ Definable
● Sample of 344 genuine and 

spoof clips (Khanjani et al., 2023)



Pitch Relative high or low tone of a speech sample

Intake/Outtake of 
Breath

Presence or absence of any audible intake or 
outtake of breath

Overall qualitative estimation of the audio 
quality of a speech sample

Word Initial/Final 
Consonant Bursts

Pause

Release bursts of consonant stops /p/, /b/, /t/, 
/d/, /k/, and /g/

Break in speech production within a speech 
sample

Audio Quality

EDLFs include commonly occurring, variable, and distinguishing phonetic and phonological characteristics of spoken English. For each sample, 
the sociolinguist team members perceptually identified and identified the presence or absence of these features and annotated any anomalies in their 

production. As such, the labels indicate potential linguistic characteristics of real versus fake audio.
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Fall 
2022

Qualitative Pilot Study

Four one-hour training 
sessions with three 

undergraduate students

Quasi-experimental 
Pilot Study

27 students across two 
undergraduate courses

Spring 
2023

Experimental Study

264 students across nine 
undergraduate courses

Fall 
2023

Statistical Analysis + 
Future Directions

2024

EDLF Deepfake Discernment Training Phases



Qualitative Pilot 
Study
Fall 2022

Four one-hour training sessions with three 
undergraduate students with no background in 
linguistics 

● Students were able to listen with a 
deeper intention and explain 
concepts from the training to peers 
with minimal understanding
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Qualitative Pilot 
Study
Fall 2022

Four one-hour training sessions with three 
undergraduate students with no background in 
linguistics 

● Students were able to listen with a 
deeper intention and explain 
concepts from the training to peers 
with minimal understanding

“After the training I am confident to be able to 
distinguish [anomalous EDLFs] in an audio clip, listen 
much more carefully, considering the context of audio 
recordings, speaker background, additional noise etc., 

and approach this task without jumping straight to 
assumptions.”

“I learned about some of the formal [linguistic] 
indicators for a deepfake..., as well as training myself 

when to and when not to form a conclusion [about] the 
authenticity of an audio file.”
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Quasi-experimental Pilot Study (Spring 2023)
● 27 students across two introductory undergraduate courses
● Pre-survey

○ 20 audio clips (half real, half fake)
○ Real, fake, or unsure?
○ Open-ended questions

● 20-minute training session
○ Based on longer training session from Fall 2022

● Post-survey
○ Administered one month after the pre-survey

● Debrief
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Results: Quasi-experimental Pilot Study
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Experimental 
Study
Fall 2023

264 students
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Findings

Results from the pre- and post-tests revealed that training increased confidence for some 
students, yet this decrease in unsurety did not always come with an similar increase 
deepfake discernment accuracy

● While a significant number of students showed improvement, this wasn't significant in 
magnitude

● Female students in the experimental group showed a much greater decrease in 
unsurety, which disproportionately drives the overall trend we observe in the 
experimental group

● Students in the experimental group who reported English as their first language 
showed beneficial decrease in unsurety, but students’ majors and fluency in other 
languages did not significantly predict performance after receiving training
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Findings

Training led students to be more skeptical of genuine speech 
samples, leading them to label real clips as fake
● Of the 353 clips marked as “unsure” in the pre-test, 85% of such 

clips which represented a fake clip were correctly identified as 
fake in the post-test. However, only about 20% of such real clips 
were correctly identified.
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Findings

The control group, who received a short reading about audio deepfakes, also 
showed improvement

● The control group showed significant improvement in their accuracy of 
identifying clips, with 4% improvement overall on all clips and real clips 
driving this difference.

● Students in the control group were significantly more accurate, by almost 
10%, in their ability to correctly identifying short clips (<2 sec) as real or fake

● Non-computing majors in the control group conformed to the overall trend of 
significant improvement for all clips, while computing majors showed 
significant improvement for real clips only
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Future directions for deepfake discernment training

➔ Longer training module
➔ Robust, holistic approach that incorporates digital media 

literacy education in tandem with perceptual sociolinguistic 
training

➔ Public-facing training accessible online (cisaad.umbc.edu)
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Community Infrastructure to 
Strengthen AI for Audio 

Deepfake Analysis (CISAAD)
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